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ABSTRACT

This extended abstract details a submission to the Music
Information Retrieval Evaluation eXchange (MIREX) 2011
for the Audio Key Detection task. The algorithm named
“cbmirex2011pdfs” is a novel method that performs the
key and mode detection. The main innovation is the use of
two set of probability density functions (PDFs), computed
by the experimental data.

1. INTRODUCTION

The goal of this task is the recognition of the key from
polyphonic music in audio format. There is a lot of re-
search done in this area because the key of a music piece
is a very important aspect to take into account in any anal-
ysis of tonal music: musical form analysis, structural seg-
mentation, pitch detection, automatic transcription, chrod
recognition, automatic harmonization, etc.

In recent years, many researchers have taken as a start-
ing point the key profiles defined by Krumhanslet al. [6]
and Temperley [7] to develop new tonal models and to op-
timize the key profiles. In [4], Izmirli compared the key es-
timation results obtained by analyzing spectral or chroma
representation. He used three different chroma profiles,
the ones by Krumhansl, the ones by Temperley and the
flat diatonic profiles. Later, Izmirli presented in [5] two
models for key detection, the first one was based on the
template based correlation and the second one used a low-
dimensional tonal representation.

Gómez [3] developed other similar method for key recog-
nition based on a modified Pitch Class Profile (PCP) called
Harmonic Pitch Class Profile(HPCP).The PCP was orig-
inally proposed by Fujishima [2]. In her method, Gómez
studied machine learning methods for key estimation us-
ing HPCP. Due to the difficult task of key detection, other
works were focused on audio tonality mode classification
[1].
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2. DESCRIPTION OF THE SYSTEM

The development can be divided into two stages. The first
one is the process of calculation of the two sets of 12 prob-
ability density functions (PDFs) that will replace the com-
mon key profiles, and in the second stage a music piece
is analyzed and the main key is detected. In figure 1, a
general flowchart of the system is shown.

Figure 1. Flowchart of the of the key detection method
developed.

The first stage is carried out only once, to fit the two sets
of PDFs to the experimental data extracted from the poly-
phonic music database (Section 2.1). The second stage per-
forms the key detection employing the PDFs (Section 2.2).
This second stage is the algorithm called “cbmirex2011-
pdfs” and submitted to the “Audio key detection” task.



2.1 Key characterization

The first requirement is to have a database music pieces
labeled with the corresponding key. These music pieces
are pre-processed before the PCP computation. The first
30 seconds of the audio signal are cutted, in order to avoid
possible modulations, then the windowing process starts
and the spectrum is calculated and analyzed obtaining the
PCP vector.

The key mode (major or minor) of the musical piece
is extracted from the key label and determines if the PCP
is stored in the PCP matrix of the major or minor keys.
When the whole database has been analyzed, the data in
each pitch class (each row of the matrix) are statistically
analyzed in order to fit a probability density function (PDF)
according to the specific data.

This process is carried out twice, for the major and mi-
nor keys. The results are two sets of 12 PDFs, one to repre-
sent the contribution of the pitch classes to the major keys
and the other one for the minor keys.

2.2 Key detection

This section describes the key detection model submitted
to the “Audio key detection” task in MIREX 2011. The
main steps are represented in the2

ndstage area of the Fig-
ure 1. The previous steps to calculate the PCP vector are
the same as in the first stage (Section 2.1), windowing and
preprocessing.

The target of this stage is the estimation of the main key
of an input audio signal. For each temporal window, the
PDFs previously calculated, are used to estimate the pseu-
dolikelihood that the current PCP belongs to each of the 24
keys of the western tonal music. The most probable key of
the temporal window is stored in a vector and its mode is
selected as the predominant key of the music piece. Note
that this vector is the tonal behavior of the music piece

over the time, and can be employed as a relevant feature
for modulations analysis.
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