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ABSTRACT 

This extended abstract presents our submission to the 

MIREX 2016 audio melody extraction task, which uses 

neural network for model training and melody recognition. 

1. INTRODUCTION 

Melody extraction is an important topic of music infor-

mation retrieval. Currently most of the methods are sig-

nal-processing based [1]. This motivates us to investigate 

how neural network performs in this task. 

2. MELODY EXTRATION 

2.1 Network Settings 

A network with three hidden layers (1,024 nodes for each 

layer) is used for our submissions. Since the frame size is 

1,024, the number of input nodes is 513. The number of 

output nodes depends on the data, which will be de-

scribed in the next sub-section. 

We use Chainer [2] as the implementation of our net-

work. Sigmoid function is used as the activation function 

and Adam is used as the optimization method. Detailed 

parameters are the default settings of Chainer. 

2.2 Training Data and Output Range 

Some or all of the following datasets are used for our dif-

ferent submissions: 

 1KP: partial of the MIR-1K dataset [3]. More spe-

cifically, the first male (abjones) and first female 

(amy) were selected. 

 1KPG: generated data based on 1KP. 

 M05T: mirex05TrainFiles, containing 13 clips, 

with average length of 30 seconds [4]. 

 GM: generated MIDI files using [5]. 

Our different versions of submissions use different train-

ing data and output range: 

 WFJY1: 1KP, 1KPG, M05T, and GM (semitone 

range is 80 to 97, with step value of 0.25 semitones) 

are used for training. The output semitone range is 

29 to 97, with 4 bins per semitone. 

 WFJY2: separated vocal (use [6] as implementation) 

from 1KP and 1KPG (which were mixed at 0dB) 

are used for training. The output semitone range is 

29 to 88, with 4 bins per semitone. 

 WFJY3: 1KP, 1KPG, M05T, and GM (semitone 

ranges are 30 to 43 and 80 to 97, with step value of 

0.25 semitones) are used for training. The output 

semitone range is 29 to 97, with 4 bins per semitone. 

For vocal/non-vocal detection, we used 1KP, 1KPG, and 

M05T for training. 
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